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An	array	that	uses	more	than	two	subscript	is	referred	to	as

Type	of	data	structure	This	article	concerns	the	structure	at	the	byte-layout	level.	For	abstract	data	type,	see	Type	of	array	data.	For	other	types	of	arrays,	see	Array.	This	article	needs	further	quotations	for	verification.	Please	help	improve	this	item	by	adding	quotes	to	reliable	sources.	Find	sources:	Ã,	Â	«Array	Data	StructureÂ»	Ã,	Â	«NEWS,	Ã,Y	·
newspatures,	Ã,	·	books,	ã,	Ã,Â	·	scholarÃ,	Ã,Â	·	jstor	(September	2008)	(find	out	how	e	When	removing	this	message	template)	in	computer	science,	an	array	data	structure,	or	simply	an	array,	it	is	a	data	structure	consisting	of	a	set	of	elements	(values	or	variables),	each	identified	by	at	least	one	index	or	an	array	key	.	An	array	is	stored	so	that	the
position	of	each	element	can	be	calculated	by	its	index	tuple	with	a	mathematical	formula.	[1]	[2]	[3]	The	simplest	type	of	data	structure	is	a	linear	array,	also	called	one-dimensional	array.	For	example,	an	array	of	10	full	32-bit	variables	(4	bytes),	with	indexes	from	0	to	9,	can	be	stored	as	10	words	in	memory	addresses	2000,	2004,	2008,	...,	2036,	(in
hexadecimal:	0x7d0,	0x7d4,	0x7d8,	...,	0x7f4)	so	that	the	element	with	index	i	has	the	2000	+	address	(i	ÃƒÂ-	4).	[4]	The	memory	address	of	the	first	element	of	an	array	is	called	first	address,	foundation	address	or	basic	address.	Because	the	mathematical	concept	of	a	matrix	can	be	represented	as	a	two-dimensional	grid,	two-dimensional	arrays	are
sometimes	called	matrices.	In	some	cases	the	term	Â	«carrierâ»	is	used	to	refer	to	an	array,	although	tuple	rather	than	vectors	are	the	most	mathematically	correct	equivalent.	The	tables	are	often	implemented	in	the	form	of	array,	especially	search	tables;	The	word	table	is	sometimes	used	as	a	synonym	of	array.	Arrays	are	among	the	oldest	and	most
important	data	structures	and	are	used	by	almost	all	programs.	They	are	also	used	to	implement	many	other	data	structures,	such	as	lists	and	strings.	Effectively	exploit	the	addressing	logic	of	computers.	In	most	modern	computers	and	in	many	external	storage	devices,	memory	is	a	unidimensional	array	of	words,	whose	indices	are	their	addresses.
The	processors,	especially	the	vector	processors,	are	often	optimized	for	array	operations.	Arrays	are	useful	especially	because	the	indexes	of	the	elements	can	be	calculated	at	the	time	of	execution.	Among	other	things,	this	function	allows	a	single	iterative	education	to	arbitrarily	elaborate	many	elements	of	an	array.	For	this	reason,	the	elements	of
an	array	data	structure	must	have	the	same	dimensions	and	must	use	the	same	data	representation.	The	set	of	valid	index	tuples	and	the	addresses	of	the	elements	(and	therefore	the	addressing	formula	of	the	elements)	are	usually,	[3]	[5]	but	not	always,	[2]	while	the	array	is	in	use.	The	term	array	is	often	used	to	denote	array	data	type,	a	data	type
provided	by	most	high-level	programming	languages	that	consists	of	a	set	of	selectable	values	or	variables	from	one	or	more	indices	computed	to	a	Array	types	are	often	implemented	by	array	structures;	However,	in	some	languages	can	be	implemented	by	hash	tables,	linked	lists,	search	trees	or	other	data	structures.	The	term	is	used,	especially	in
the	description	of	algorithms,	to	mean	associative	arrays	or	"abstract	artration",	a	theoretical	computer	model	(an	abstract	or	ADT	type	of	data)	intended	to	capture	the	essential	properties	of	the	arrays.	History	The	first	digital	computers	used	programming	in	machine	language	to	configure	and	access	array	structures	for	data	tables,	vector	and
matrice	calculations,	and	for	many	other	purposes.	John	von	Neumann	wrote	the	first	array-sorting	program	in	1945,	during	the	construction	of	the	first	computer	stored-programme.	[6]p.	159	Array	indexing	was	originally	performed	with	the	auto-modifying	code,	and	later	using	the	index	logs	and	indirect	address.	Some	mainframes	designed	in	the
1960s,	such	as	the	Burroughs	B5000	and	its	successors,	used	memory	segmentation	to	perform	hardware	control	in	terms	of	indices.	[7]	Assembly	languages	generally	have	no	special	support	for	arrays,	as	well	as	what	the	machine	itself	provides.	The	first	high-level	programming	languages,	including	FORTRAN	(1957),	Lisp	(1958),	COBOL	(1960),
and	ALGOL	60	(1960),	had	support	for	multi-dimensional	arrays,	and	thus	has	C	(1972).	In	C++	(1983),	there	are	class	models	for	multidimensional	arrays	whose	size	is	fixed	at	runtime[3][5]	and	for	runtime-flexible	arrays.	[2]	Applications	Clays	are	used	to	implement	mathematical	and	matrix	vectors,	as	well	as	other	types	of	rectangular	tables.
Many	databases,	small	and	large,	consist	of	(or	include)	one-dimensional	arrays	whose	elements	are	record.	Arrays	are	used	to	implement	other	data	structures,	such	as	lists,	heaps,	hash	tables,	deques,	code,	stacks,	strings	and	VLists.	Array-based	implementations	of	other	data	structures	are	often	simple	and	inefficient	(implied	data	structures),
which	require	little	space	in	the	head,	but	may	have	poor	spatial	complexity,	especially	if	modified,	than	tree-based	data	structures	(compared	with	an	array	ordered	to	a	search	tree).	One	or	more	large	arrays	are	sometimes	used	to	emulate	the	dynamic	allocation	of	the	memory	in	program,	especially	the	allocation	of	the	memory	pool.	Historically,
this	was	sometimes	the	only	way	to	assign	"dynamic	memory"	portably.	Clays	can	be	used	to	determine	the	partial	or	complete	control	flow	in	programs,	as	a	compact	alternative	to	(repeatable)	multiple	IF	statements.	They	are	known	in	this	context	as	control	tables	and	are	used	in	combination	with	a	specially	constructed	interpretercontrol	flow	is
altered	according	to	the	values	contained	in	the	array.	The	array	can	contain	subroutine	pointers	(or	subroutine	relative	numbers	that	can	be	acted	by	SWITCH	declarations)	that	directs	the	execution	path.	Addressing	elements	and	formulas	identifier	When	data	objects	are	stored	in	an	array,	individual	objects	are	selected	by	an	index	that	is	usually
aWhole	climb.	Indices	are	also	called	underwriters.	An	index	maps	the	value	of	the	array	to	a	stored	object.	There	are	three	ways	that	elements	of	an	array	can	be	indexed:	0	(zero-based	indexing)	The	first	element	of	the	array	is	indexed	by	a	piece	of	0.	[8]	1	(element-based	indexing)	The	first	element	of	the	array	is	indexed	by	a	piece	of	1.	N	(N-based
indexing)	The	base	index	of	an	array	can	be	freely	chosen.	Usually	programming	languages	that	allow	N-based	indexing,	also	allow	negative	index	values	and	other	types	of	scalar	data	such	as	enumerations,	or	characters	can	be	used	as	array	indexes.	The	use	of	zero-based	indexing	is	the	design	choice	of	many	influential	programming	languages,
including	C,	Java	and	Lisp.	This	leads	to	simpler	implementation	where	the	piece	refers	to	an	offset	from	the	starting	position	of	an	array,	so	the	first	element	has	an	offset	of	zero.	Arrays	can	have	more	sizes,	so	it’s	not	uncommon	to	access	an	array	using	multiple	indexes.	For	example,	a	two-dimensional	array	A	with	three	rows	and	four	columns
could	provide	access	to	the	2nd	row	and	4th	column	element	from	the	expression	A	[1]	[3]	in	the	case	of	a	zero-based	indexing	system.	Therefore,	two	indexes	are	used	for	a	two-dimensional	array,	three	for	a	three-dimensional	array	and	n	for	an	n-dimensional	array.	The	number	of	indices	needed	to	specify	an	element	is	called	the	size,	dimension,	or
array	grade.	In	standard	arrays,	each	index	is	limited	to	a	certain	range	of	consecutive	integers	(or	consecutive	values	of	some	enumerated	type),	and	the	address	of	an	element	is	computed	by	a	“linear”	formula	on	the	indexes.	One-dimensional	Arrays	A	one-dimensional	array	(or	a	single-size	array)	is	a	type	of	linear	array.	Access	to	its	elements
involves	a	single	piece	that	can	represent	a	row	or	column	index.	For	example,	consider	the	C	Int	Declaration	AnarrayName	[10];	which	declares	a	one-dimensional	array	of	ten	integer	numbers.	Here,	the	array	can	store	ten	elements	of	type	int.	This	array	has	indices	from	zero	to	nine.	For	example,	the	expressions	anarrayname	[0]	and	anarrayname
[9]	are	the	first	and	last	elements,	respectively.	For	a	vector	with	linear	addressing,	the	element	with	index	I	is	located	at	address	B	+	c	Ã-	I,	where	B	is	a	fixed	address	and	a	fixed	constant,	sometimes	called	increment	or	step	with	address.	If	valid	element	indices	start	at	0,	the	constant	B	is	simply	the	address	of	the	first	element	of	the	array.	For	this
reason,	the	C	programming	language	specifies	that	array	indices	always	start	at	0;	And	many	programmers	will	call	that	element	“Zeroth”	rather	than	“first.”	However,	you	can	choose	the	index	of	the	first	item	from	a	choice	of	the	basic	address	b.	for	example,	if	the	array	has	five	elements,	indexed	from	1	to	5,	and	the	basic	address	b	is	replaced	by	b
+	30c,	then	the	indices	of	those	same	elements	will	be	from	31	to	35.	if	the	numbering	does	not	start	to	0,	the	constant	b	canbe	the	address	of	any	item.	multi-dimensional	arrays	for	a	multi-dimensional	array,	the	i.j	index	element	would	have	b	+	c	·	i	+	d	·	j,	where	the	c	and	d	coefficients	are	respectively	row	and	column	increments.	More	generally,	in
a	k-dimensional	array,	the	address	of	an	element	with	i1,	i2,	...,	ik	is	b	+	c1	·	i1	+	c2	·	i2	+	...	+	ck	·	ik.	for	example:	int	a[2][3];	this	means	that	array	has	2	rows	and	3	columns,	and	the	array	is	full	type.	here	we	can	store	6	items	that	will	be	stored	linearly	but	starting	from	the	first	linear	line	then	continuing	with	the	second	line.	the	above	array	will
be	stored	as	a11,	a12,	a13,	a21,	a22,	a23.	This	formula	only	requires	k	multiplication	and	k	additions,	for	any	array	that	can	fit	in	memory.	Moreover,	if	a	coefficient	is	a	fixed	power	of	2,	multiplication	can	be	replaced	by	a	bit	change.	ck	coefficients	must	be	chosen	so	that	each	valid	index	puts	maps	at	the	address	of	a	distinct	element.	if	the	minimum
legal	value	for	each	index	is	0,	then	b	is	the	address	of	the	element	whose	indexes	are	all	zero.	as	in	the	one-dimensional	case,	the	indexes	of	the	elements	can	be	changed	by	changing	the	basic	address	b.	Thus,	if	a	two-dimensional	array	has	rows	and	columns	indexed	respectively	from	1	to	10	and	1	to	20,	then	the	substitution	of	b	from	b	+	c1	−	3c2
will	make	them	renumber	respectively	from	0	to	9	and	4	to	23.	Taking	advantage	of	this	function,	some	languages	(such	as	fortran	77)	specify	that	the	array	indexes	begin	at	1,	as	in	the	mathematical	tradition	while	other	languages	(such	as	fortran	90,	pascal	and	algol)	allow	the	user	to	choose	the	minimum	value	for	each	index.	dope	carriers	the
addressing	formula	is	completely	defined	by	the	size	d,	the	basic	address	b,	and	the	c1,	c2,	...,	ck.	is	often	useful	to	pack	these	parameters	in	a	record	called	array	descriptor	or	step	vector	or	dope	vector.	[2][3]	the	size	of	each	element,	and	the	minimum	and	maximum	values	allowed	for	each	index	can	also	be	included	in	the	dope	vector.	the	dope
carrier	is	a	complete	handle	for	the	array,	and	it	is	a	convenient	way	to	pass	arrays	as	arguments	to	procedures.	Many	useful	array	slicing	operations	(such	as	selecting	a	subarray,	swapping	indices,	or	reversal	of	index	management)	can	be	performed	very	efficiently	by	manipulating	the	dope	carrier.	[2]	compact	provisions	main	article:	Main	row	and
column	order	often	coefficients	are	chosen	so	that	elements	occupy	a	contiguous	area	of	memory.	However,	this	is	not	necessary.	even	if	the	arrays	are	always	created	with	contiguous	elements,	some	slicing	array	operations	can	create	uncontinuous	sub-arrays	from	them.	illustration	of	the	main	row	and	column	order	there	are	two	systematic
compact	layouts	for	aTwo-dimensional.	For	example,	consider	the	matrix	A	=	[	1	2	3	4	5	6	7	8	9	]	.	{\displaystyle	A={\begin{bmatrix}1&2&3\\4&5&6\\7&8&9\end{bmatrix}}}.	In	the	layout	of	the	main	orders	(adopted	by	C	for	Declared	Arrays),	the	elements	in	each	line	are	stored	in	consecutive	positions	and	all	elements	of	a	line	have	a	lower
address	than	one	of	the	elements	of	a	consecutive	line:	1	2	3	4	5	6	7	8	9	in	order	of	column-major	(	Traditionally	used	by	FORTRAN),	the	elements	in	each	column	are	consecutive	in	memory	and	all	elements	of	a	column	have	a	lower	address	than	one	of	the	elements	of	a	consecutive	column:	1	4	7	2	5	8	3	6	9	for	arrays	with	three	or	More	indexes,
"Major	order"	puts	in	consecutive	positions	any	two	elements	whose	index	tuples	differ	only	from	one	in	the	last	index.	"Main	object	of	the	column"	is	similar	to	the	first	index.	In	systems	that	use	the	processor	cache	or	virtual	memory,	scanning	an	array	is	much	faster	if	the	subsequent	elements	are	stored	in	consecutive	positions	in	memory,	rather
than	poorly	scattered.	Many	algorithms	that	use	multidimensional	arrays	will	scan	them	in	a	predictable	order.	A	programmer	(or	a	sophisticated	compiler)	can	use	this	information	to	choose	between	the	line	layout	or	larger	column	for	each	array.	For	example,	when	calculating	the	product	AÂ	·	B	of	two	matrices,	it	would	be	better	to	have	a
memorized	in	the	main	order	of	the	line,	and	B	in	order	of	a	larger	column.	Resizing	Main	Article:	Dynamic	Array	Static	arrays	have	a	fixed	size	when	created	and	consequently	do	not	allow	you	to	insert	or	remove	the	elements.	However,	assigning	a	new	array	and	copying	the	content	of	the	old	matrix	to	it,	it	is	possible	to	effectively	implement	a
dynamic	version	of	an	array;	See	dynamic	array.	If	this	operation	is	rarely	performed,	the	ads	at	the	end	of	the	array	require	only	amortized	constant	time.	Some	array	data	structures	do	not	place	storage,	but	store	a	count	of	the	number	of	array	elements	in	use,	called	count	or	size.	This	actually	makes	the	array	a	dynamic	array	with	a	maximum	fixed
size	or	capacity;	Pascal	strings	are	examples	of	this.	Non-linear	formulas	The	most	complicated	(non-linear)	formulas	are	sometimes	used.	For	a	compact	two-dimensional	triangular	array,	for	example,	the	addressing	formula	is	a	degree	polynomial	2.	Efficiency	is	the	store	and	select	Take	(Deterministic	Case)	constant	time.	The	banks	take	a	linear
space	(or	(N))	in	the	number	of	elements	n	that	hold.	In	an	array	with	an	element	k	size	and	on	a	machine	with	a	size	of	the	byte	b	cache	line,	iterating	through	a	series	of	n	elements	requires	the	minimum	of	cache	(nk	/	b),	because	its	elements	occupy	contiguous	memory	positions.	This	is	approximately	a	b	/	k	factor	better	than	the	number	of	cache
errors	needed	to	access	n	elements	in	random	memory	places.	As	a	result,	sequential	iteration	up	array	is	significantly	faster	in	practice	than	iterating	on	many	other	data	structures,	a	property	called	the	reference	location	(this	does	not	mean,	however,	that	using	a	perfect	hash	or	a	trivial	hash	within	the	same	(local),	won’t	be	even	faster	–	and
reachable	in	constant	time).	Libraries	Libraries	Low-level	optimized	structures	for	copying	memory	intervals	(such	as	memcpy)	that	can	be	used	to	move	contiguous	blocks	of	array	elements	significantly	faster	than	can	be	achieved	through	individual	element	access.	The	speed	of	such	optimized	routines	varies	from	element	array	size,	architecture
and	implementation.	Memory-wise,	arrays	are	compact	data	structures	without	per-element	overhead.	There	may	be	an	overhead	per-array	(for	example,	to	store	index	limits)	but	this	is	language	dependent.	It	can	also	happen	that	items	stored	in	an	array	require	less	memory	than	the	same	items	stored	in	individual	variables,	because	different	array
items	can	be	stored	in	a	single	word;	such	arrays	are	often	called	packaging	arrays.	An	extreme	(but	commonly	used)	case	is	the	bit	array,	where	each	bit	represents	a	single	element.	A	single	octet	can	therefore	contain	up	to	256	different	combinations	up	to	8	different	conditions,	in	the	most	compact	form.	Dyke	accesses	with	statically	predictable
access	patterns	are	one	of	the	main	sources	of	data	parallelism.	Comparison	with	other	data	structures	Comparison	of	list	data	structures	Peek	Mutate	(insert	or	delete)	to	...	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	=	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï♦	Ï♦	Ï♦	Ï♦	Ï♦	Ï♦	Ï♦	Ï♦
Ï♦	Ï♦	Ï♦	Ï♦	Ï♦	Ï♦	Ï♦	Ï♦	Ï♦	Ï♦	Ï♦	Ï♦	Ï♦	ï♦	Ï♦	ï♦	Ï♦	Ï♦	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	Ï700	However,	they	reserve	for	themselves	the	right	to	use	the	right	to	use	the	right	to	use	the	right	to	use	the	right	to	use	the	right	to	use	the	right	to	use	the	right	to	use	the	right	to	use	the	right
to	use	the	right	to	use	the	right	to	use	the	right	to	use	the	right	to	use	the	right	to	use	the	right	to	use	the	right	to	use	the	right	to	use	it.	linear	archiving	(Î	̧	(n)	additional,	while	arrays	do	not	reserve	additional	storage.	Associative	arrays	provide	a	mechanism	for	array-like	functionality	without	huge	storage	overheads	when	index	values	are	radius.	For
example,	a	series	containing	only	index	values	1	and	2	billion	may	benefit	from	using	such	a	structure.	Specialized	associative	matrices	with	integral	keys	include	Patricia	tries,	Judy	arrays	and	van	Emde	Boas.	Balanced	trees	require	O	(log	n)	time	for	indexed	access,	but	also	allow	the	insertion	or	deletion	of	elements	in	O	(log	n)	time,[13]	while
cultivable	arrays	require	linear	time	(Î	̧	(n))	to	insert	or	delete	elements	in	an	arbitrary	position.	Linked	lists	allow	the	removal	and	constant	insertion	of	time	in	the	medium	but	require	linear	time	for	indexed	access.	Their	memory	usage	is	typically	worse	than	arrays,	but	it	is	still	linear.	An	Iliffe	vector	is	an	alternative	to	a	multidimensional	array
structure.	It	uses	a	set	of	one-dimensional	references	to	arrays	of	a	smaller	size.	For	two	dimensions	in	particular,	this	alternative	structure	would	be	a	vector	of	vector	pointers,	one	for	each	row	(dots	on	c	or	c++).	Thus	an	element	in	row	i	and	column	j	of	A	array	would	be	accessible	by	double	double	(A[i][j]	in	typical	notation).	This	alternative
structure	allows	for	jagged	arrays,	where	each	row	can	have	different	sizes	or,	in	general,	where	the	valid	range	of	each	index	depends	on	the	values	of	all	previous	indexes.	It	also	saves	a	multiplication	(for	increasing	the	column	address)	by	replacing	it	with	a	bit	shift	(to	index	the	line	pointer	vector)	and	additional	memory	access	(to	retrieve	the	line
address),	which	can	be	useful	in	some	architectures.	Size	The	size	of	an	array	is	the	number	of	indices	needed	to	select	an	item.	So,	if	the	array	is	seen	as	a	function	of	a	set	of	possible	combinations	of	indices,	it	is	the	size	of	the	space	of	which	its	domain	is	a	discrete	subset.	So	a	one-dimensional	array	is	a	data	list,	a	two-dimensional	array	is	a	data
rectangle,[14]	a	three-dimensional	array	is	a	data	block,	etc.	This	should	not	be	confused	with	the	size	of	the	set	of	all	matrices	with	a	given	domain,	that	is,	the	number	of	elements	in	the	array.	For	example,	an	array	with	5	rows	and	4	columns	is	two-dimensional,	but	such	arrays	form	a	space	of	20	dimensions.	Similarly,	a	three-dimensional	vector
can	be	represented	by	a	three-dimensional	array.	See	also	Programming	portal	Computer	Dynamic	array	Parallel	array	Variable	length	array	Array	Array	Slicing	Offset	(computer)	Major	order	of	rows	and	columns	References	Search	the	array	in	Wiktionary,	the	free	dictionary.	Wikibooks	has	a	book	on	the	topic:	Data	Structures/Array	Wikimedia
Commons	has	media	related	to	array	data	structure.	^	Black,	Paul	E.	(November	13,	2008).	Â”array.Â”	Dictionary	of	algorithms	and	data	structures.	National	Institute	of	Standards	and	Technology.	Retrieved	22	August	2010.	^	a	b	c	d	and	Bjoern	Andres;	Ullrich	Koethe;	Thorben	Kroeger;	Hamprecht	(2010).	Â”Runtime-Flexible	Multi-dimensional
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